Available Online at www.ijcsme.com

I nter national Jour nal of Computer Science and M obile Computing

A Monthly Journal of Computer Science and | nformation Technology
ISSN 2320-088X
[JCSMC, Vol. 2, Issue. 7, July 2013, pg.16164

RESEARCH ARTICLE|

Selection of Initial Centroidsfor k-Means
Algorithm

Anand M. Baswade', Prakash S. Nalwadée?
M. Tech, Student of CSE Department, SGGSIE&T, Nanttedia
2Associate Professor, SGGSIE&T, Nanded, India

! anandbaswade08@gmail.com; * psnalwade@yahoo.com

Abstract— Clustering is one of the important dataimng techniques. k-Means [1] is one of the most
important algorithm for Clustering. Traditional k-Mans algorithm selects initial centroids randomliyéin
k-Means algorithm result of clustering highly depes on selection of initial centroids. k-Means algthm is
sensitive to initial centroids so proper selectiof initial centroids is necessary. This paper inttoces an
efficient method to start the k-Means with good fii centroids. Good initial centroids are usefubff better
clustering.
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I.  INTRODUCTION

Data mining [3] is a process that uses variousrtegles to discover “patterns” or “knowledge” frorata.
Classification, clustering, association rule minitigese are some of the data mining techniques. Hithw
clustering is collection of objects which are “dani between them and are “dissimilar” to the olgec
belonging to another clusters. Which means clustatysis is used for finding groups of objects stiat the
objects in a group will be similar to one anothed aifferent from the objects in other groups. @usg is
unsupervised learning technique. Unsupervised ilegrmeans learning without prior knowledge abowg th
classification of sample.

Il. K-MEANSFOR CLUSTERING

k-Means [1] algorithm is type in partitioning methdn case of partitioning method there is pantitg of n-
objects into k-clusters. It is typical clusteringpaoach via partition datasets iteratively. In tthisre is division
of data objects into non-overlapping subsets (ehs¥tsuch that each data object is in exactly dnster. The
concept is use K as a parameter, Divide n objeatkiclusters, to create relatively high similaritythe cluster,
relatively low similarity between clusters.

A. K-Meanssteps
Input: number of clusters K and dataset.
a. Initially take any k objects as centroids.
b. Find distance of all objects from those k centrpidss the distance the object is in that centre of
centroids.
c. Now find the centroids from the objects which arehat clusters.
d. Repeat step 2 and step 3 until the value of cafgrigisame.(that is no change in value of centyoids
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Output: K-clusters.
To understand k-Means algorithm, details for k-mga 2, 3] algorithm is given below:

Let Xi= {X:l’XE’ X3, ¥.} be then objects.

Xims= (%10 Xigswe X ) be them variables.

Zi= {erZ:r ---Z;c} be thek centroids.

1
u., =
ul {D; Ui isnx k matrix and itis 1 if

objedtallocate in clustel.

B. k-MEANSALGORITHM
Input: k, Data.
Output: n objectsinto k clusters.
Sep 1. Choose k randomiinitial centroids
in the input space.

Zz

Sep 2. Assign the cluster centres <1 to
those positions.
Sep 3. For each X; eData
-compute distance d(x Ly u}) for each Z1
d(xi,_;' ’ z!,_;) lzm 1 |x z:,_;u'l .

-Assign X; to the cluster with the minimum distance.

u;,;=1 If

i[x”, ,_;l'j L'_;l 1d("" ij* r,_;u
forEt=k
u;, =0 fort#l

Sep 4. For each £, Move the position of £, to the mean of the points in that cluster

21} E?—— l|. i f
. Ik uy
forl=l=kand1=j=m.

Sep 5. Sopping criteria

-No (or minimum) re-assignments of data pointsto different clusters. i.e. ~ ** Remain unchanged. OR

-No (or minimum) change of centroids. i.e. Z; Remain unchanged.
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C. Performance
I Strength of k-Means algorithm:

i. Relatively efficient O(knt) where k-number of clest, n-number of objects, t-number of iteration.

. Easy to implement and understand.
iii. Objects automatically assigns to clusters.
iv. Often terminate at local optimum.

I[I.  Weaknessof k-Meansalgorithm:

i. User need to provide input k as number of clugteged to specify k)
ii. Different initial k objects may produce differeduistering results.

iii. Unable to handle noisy data and outlier.
iv. Not suitable for non-convex shapes.
V. Does not apply directly to categorical data

I1l. NEw PROPOSED METHOD FOR SELECTION OF INITIAL CENTROIDS

In traditional k-Means algorithm starting initipbints are selected randomly and result of ti@ut k-
Means is highly depend upon selection on initextooids so In case of traditional k-Means onehef ajor
weakness is different initial k objects may prodddéerent clustering results. New method is praabi this
paper to select better initial centroids rathentbalecting initial centroids randomly.

New proposed method:

Step 1: From n objects calculate a point whosebater values are average of n-obje

attribute values.so first initial centroid is avgeson n-objects.

Step 2: select next initial centroids from n-obgect such a way that the Euclidean distaf

of that object is maximum from other selected ahitentroids.

Step 3: repeat step 2 until we get K initial ceidiso
From these steps we will get initial centroids amith these initial centroids perform K

Means algorithm.

HES

ce

IV. IMPLEMENTATION DETAILS

We have implemented the improved k-Means clustedlggprithm in MATLAB with datasets from UCI
machine learning repository. This method may notkwor some datasets and it may not give requissdilts
for larger value of k. The proposed method perfowe#i when value of k is small. Here we used hdatase
dataset and the value of k=2 and then at the begjnme use traditional k-Means algorithm and thenuged
new proposed method for selection of initial ceidsanstead of selecting initial centroids randonBy using
new approach we obtained good clustering resutis.riew method of selection of initial centroid ettbr than

selecting the initial centroids randomly.
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Fig 1: Accuracy for k-Means and k-mean with beitéial centroids
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Fig 2: Number of Iteration for k-mean and k- meathvoetter initial centroids

V. CONCLUSIONS

In this paper we have proposed a simple idea ftacgen of initial centroid that make k-Means more
efficient and produce good quality clusters. As tfalitional k-Means algorithm cluster results &ighly
depends on initial centroids and the k-Means dlgoriselects initial centroids randomly so thereégd to
selects initial centroids properly to improve penfiance. The proposed method selects initial cedgrfor k-
Means algorithm to improve clustering results. Fjneve can say that proposed method for selectioimital
centroid is better than selecting initial centraidadomly.
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