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ARTIFICIAL INTELLIGENCE FUNDAMENTALS 

1. Subject Information 

Faculty Computers, Informatics and Microelectronics 

Department Software Engineering and Automation 

Academic Degree Cycle I, bachelor's degree 

Study Program Software Engineering 

Study Year Semester 
Exam 

type 

Formative 

category 

Optional 

category 

ECTS 

credits 

IV year VII E 
S – Specialty 

subject 
A – optional 

course 
5 

 

2. Total estimated time 

 

 

Total curriculum hours 

Of which 

Auditorium hours Individual work 

 

Course 

 

Seminar 
Laboratory 

work 

Study of 

theoretical 

materials 

 

Project 

Full-time study 150 45 -- 30 75 -- 

3. Prerequisites 

According to 

study 

curriculum 

To achieve the objectives of this course, students must possess skills acquired in previous subjects: 
computer programming, data structures and algorithms, formal and automatic languages and object- 

oriented programming. 

According to 
competences 

According to the competences, among the essential prerequisites are the application of programming 
languages, modeling and development environments, methodologies for software development etc. 

4. Conditions for carrying out the educational process 

Course 
Students should be provided with a well-illuminated and ventilated auditorium, where they have 
the ability to hear the teacher and take notes comfortably. 

Laboratory work 
Students should be provided with a PC / laptop with internet connection, which is able to run their 
projects in a programming language of choice. 

5. Competences 

Professional 

competences 

• CP2 Application Design and Development; 

• CP5 Solution Implementation; 

• CP7 Sistems engineering. 

Transversal 

competences 

Identifying, describing and carrying out organized activities in a team with the development of 

communication and collaboration skills, as well as assuming different roles (executive and leadership). 

http://www.utm.md/
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6. Course objectives 

Scope 
The goal is for students to gain a comprehensive understanding of the AI field, including its future trajectory 
and key milestones. This foundation will help them grasp crucial concepts and apply their knowledge 
practically to develop AI systems. 

Objectives 
Course objectives include defining algorithms based on constraints within models that address perception, 
reasoning and action. 

7. Course content 

Teaching Activity Topics 
Number of Hours 

Full-Time Study 

Course Topics 

T1. Goal Trees and Problem Solving 3 

T2. Goal Trees and Rule-Based Expert Systems 3 

T3. Depth-First, Hill Climbing, Beam Search 3 

T4. Optimal, Branch and Bound, A* Search 3 

T5. Games, Minimax and Alpha-Beta Search 3 

T6. Interpreting Line Drawings 3 

T7. Search, Domain Reduction 3 

T8. Nearest Neighbors, SVMs 3 

T9. Identification Trees, Disorder 3 

T10. One-shot Learning 3 

T11. Neural Networks 3 

T12. Genetic Algorithms 3 

T13. Natural Language Processing 3 

T14. Ensemble Learning 3 

T15. Boosting 3 

Total Course: 45 

Laboratory Work Topics 

LL1. Expert Systems 6 

LL2. Intelligent Searching Algorithms 4 

LL3. Domains and Constraints 4 

LL4. Learning 4 

LL5. Processing Images with OpenCV and CNNs 6 

LL6. Natural Language Processing and chat-bots 6 

Total Laboratory Work: 30 
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9. Generative AI use 

Permission 

for use 

The use of generative AI in assignments and projects is permitted, provided that students adhere to the 

following rules: 

• Generative AI may be used to generate ideas, text structures, or code, but all generated 

materials must be reviewed and adjusted by the student to ensure that they meet academic 

requirements; 

• Any use of generative AI must be declared in the appendix section of each paper, using the 

phrase: "During the preparation of this paper, the author used [INSTRUMENT/SERVICE 

NAME] for the purpose of [REASON]. After using this tool/service, the author has 
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 reviewed and edited the content as necessary and takes full responsibility for the content of 

the paper.". 

Usage 

restrictions 

Students should not consider generative AI as a reliable source for information, as it does not provide 

clear references or documented sources: 

• Direct citation of AI-generated content in academic papers as a primary source is not 

permitted; 

• The activities in which the use of generative AI is prohibited are teacher-specified and are 

usually midterm and final assessments or ones that do not involve professional skill 

development activities. 

 

10. Course evaluation 

Midterm Current Individual 
Exam 

M1 M2 Evaluation Study 

15% 15% 15% 15% 40% 

Minimum standard of performance 

Attendance and activity in lectures and laboratory works; 
A minimum grade of "5" on each of the midterms and laboratory assignments; 
Knowledge of basic models and algorithms applied in the field of AI. 

11. Evaluation criteria 

 

Activity 
Evaluation 

components 
Evaluation method, evaluation 

criteria 

Activity 
mark 

weight 

Course 
evaluation 

weight 

 

 

Midterm 1 

Theoretical 
component, topics 
T1 -- T7 

 

Test / MOODLE 
 

66% 
 

 

15% 

Theoretical 
component LL1 – LL3 

Test / MOODLE 
Discussions during laboratory 
works 

 

34% 

 

 

Midterm 2 

Theoretical 
component, topics 
T8 – T15 

 

Test / MOODLE 
 

66% 
 

 

15% 
Theoretical 
component LL4 – LL6 

Test / MOODLE 
Discussions during laboratory 
works 

 

34% 

Current 
Evaluation 

Practical component 
LL1 – LL6 

Discussions during laboratory 
works 

100% 15% 

Individual 
Study 

Topic research Presentation 66%  

15% Practical component 
LL1 – LL6 

Discussions during laboratory 
works 34% 

 

Exam 

Theoretical 
component T1 – T15 

Test / MOODLE 75%  

40% 
Practical component 
LL1 – LL6 

Discussions during laboratory 
works 25% 

 


