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Digital undertow
• Sociologist Wanda Orlikowski: there is a “digital 

undertow” leading to “institutional disruption”

• Digitalization & AI is disrupting established 
ways of doing things

• What is authorship in a GenAI era?

• Who owns our voices and faces?

• What is intellectual property when everything 
becomes training data?

• Who is accountable for unexplainable AI 
decisions?



AI / ML in use

• Redefining authorship, authenticity, 
intellectual property

• Redefining explainability & 
accountability

• Automation
• Document verification and 

automation

• Automation of routine tasks

• Cybersecurity & privacy
• Data privacy and compliance

• Risk management and transparency

• Cybersecurity concerns



(Co)authorship

Who is the real author of 
text co-created with 
GenAI models?

Whose “thoughts and 
dreams” are there?

Whose “voice”?



Who owns our voices 
and faces – literally?

• For actors, singers, performers – a matter of 
professional life & death

• Deepfake abuse, phishing

• ClearviewAI – trained on billions of social media 
photos, including YOU



(Un)explanability

• Large Language Models are 
essentially “black boxes”

• Scale & complexity: GPT 
model has trillions of 
parameters

• Tradeoff: Scale vs. 
interpretability

• Risks of black boxes:
• Bad decisions

• Bias

• Low adaptability to rare 
situations

• Trust & accountabilitySource



Creating explainable ML/AI 
models

Adding a simpler, 
“interpretation” model that 
approximates and translates 
the AI decision

Source



Main challenges & opportunities for Notaries

Challenges

• Protection against fake identities

• Protection against coercion: technology 
makes people vulnerable and can incentivize 
entry into contractual obligations not 
understood / wanted by parties; 

• Protection against technological 
obfuscation (through explainability): digital 
layers are often black boxes, especially 
artificial intelligences; 

• Users can be manipulated through the opacity 
of technologies

• Security & privacy risks

Opportunities: Notaries may…

• Add an extra layer of trust to properly align 
technological and human systems and 
certify identities 

• Enhance decision timing, adding a moment 
of reflection in the pressure towards 
instantaneous, algorithmically manipulated 
decisions

• Contribute to explainability of digital 
contracts

• Rely on automation to enhance efficiency

• Use AI for anomaly detection & risk 
management



Transforming processes with automation

• Document automation

• Document verification: detect inconsistencies, 
validate information, and ensure compliance 
with regulatory standards

• Data extraction from various document formats

• Task automation: AI and RPA streamline repetitive 
tasks

• Workflow automation: automate data entry, 
scheduling, and email

• Robotic Process Automation (RPA): complex, 
rule-based processes across different software 
applications



Strengthening Security & Privacy

• Data privacy & compliance

• Monitor and analyze vast amounts of data to 
detect breaches and ensure compliance with 
GDPR

• AI techniques like differential privacy and 
federated learning help in processing data while 
maintaining confidentiality 

• Risk management

• Predictive Risk Assessment: predict potential 
security risks by analyzing patterns and trends in 
data

• Explainable AI (XAI): ensuring that AI decisions 
are transparent, understandable & accountable

• Cybersecurity: AI identifies threats and secures 
systems against attacks



Machine Learning 

Security and Privacy
Attacks on Machine Learning Models



Context

• Many security threats for ML 
models such as:

• Training: Poisoning datasets

• Operation: 

• One pixel attack

• ASCII art attacks

• Architecture: GenAI worm



Training 

Poisoning datasets
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Training set poisoning: 
Generative AI

•Visual artists’ counterattack

•Nightshade subtly alters pixels in artists’ 
images

•If an organization scrapes one of these 
images to train a future AI model, its data 
pool becomes “poisoned”

•More poisoned images, more damage

•Sources: The Conversation, Dec. 2023, 

•Shan et al., 2023



Training set poisoning: 
Biometric recognition

•Biggio et al. proposed an attack targeting 
adaptive biometric recognition systems

•They are designed to adapt to ageing 

•“By submitting a set of carefully designed 
fake faces (i.e. poisoned samples) and 
claiming to be the victim, the system will be 
gradually compromised due to the adaptive 
updating process” (Xue et al.)

•The attacker has full system knowledge

•The attack depends on the attacker-victim pair



Training set poisoning:
Recommender systems

•Fang et al. proposed poisoning attacks 
on recommender systems

•“They generate fake users with crafted 
rating scores based on an optimization 
problem, and inject them to the 
recommender system.

• In this way, the attacker can make a 
target instance be recommended to as 
many people as possible” (Xue et al.)



Operation

One pixel attack
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One pixel attack –
the method

•Su et al.: Wrong classification by 
minimal modifications

•Applications

•Traffic recognition by autonomous 
cars

•Diagnosis in medical imaging

•Military recognition



One pixel attack on 
self-driving cars

•Tencent Keen Security Lab on Tesla: 

• “1. We proved that we can remotely 
gain the root privilege of APE and 
control the steering system. 

•2. We proved that we can disturb the 
autowipers function by using 
adversarial examples in the physical 
world. 

•3. We proved that we can mislead 
the Tesla car into the reverse lane 
with minor changes on the road.”



Road sign 
recognition attack

• Poster or sticker perturbation (Xue et al.) 

• A poster that is overlaid it on the real 
road sign

• A sticker pasted on the sign

• These perturbations in the physical 
conditions can lead to model 
misclassification, e.g., the stop sign is 
recognized as the speed limit sign



One pixel attack on 
image recognition

• Finlayson et al, in Science: medical 
diagnoses can be weaponized for 
profit, 

• maximizing intervention 

• Maximizing reimbursement 

(reported in Vox)



ASCII Art Jailbreaks



ASCII Art-based Jailbreak
of aligned LLMs

• Jiang et al.: five SOTA LLMs 
(GPT-3.5, GPT-4, Gemini, 
Claude, and Llama2) 
struggle to recognize 
prompts provided in the 
form of ASCII art







Architecture

GenAI Worms
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GenAI Worms

• Cohen et al.: Attackers can insert 
prompts into inputs that, when 
processed by GenAI models, prompt 
the model to replicate the input as 
output (replication) 

• Thus engaging in malicious 
activities (payload)

• Inputs: text or image

• These inputs compel the agent to 
propagate them to new agents

• Zero click attack







GenAI Worm 

• “This paper introduces Morris II, the first worm designed to target GenAI ecosystems 

through the use of adversarial self-replicating prompts. The study demonstrates that 

attackers can insert such prompts into inputs that, when processed by GenAI models, 

prompt the model to replicate the input as output (replication), engaging in malicious 

activities (payload). 

• Additionally, these inputs compel the agent to deliver them (propagate) to new agents by 

exploiting the connectivity within the GenAI ecosystem. 

• We demonstrate the application of Morris II against GenAI- powered email assistants in 

two use cases (spamming and exfiltrating personal data), under two settings (black-box 

and white-box accesses), using two types of input data (text and images). 

• The worm is tested against three different GenAI models (Gemini Pro, ChatGPT 4.0, and 

LLaVA), and various factors (e.g., propagation rate, replication, malicious activity) 

influencing the performance of the worm are evaluated.”



GenAI Worm



GenAI Worm



GenAI Worm



Other attacks



Information 
Leakage from 
collaborative 

deep learning 
[5]

•“In particular, we show that a distributed, federated, 
or decentralized deep learning approach is 
fundamentally broken and does not protect the 
training sets of honest participants. 

•The attack we developed exploits the real-time nature 
of the learning process that allows the adversary to 
train a Generative Adversarial Network (GAN) that 
generates prototypical samples of the targeted 
training set that was meant to be private (the samples 
generated by the GAN are intended to come from the 
same distribution as the training data). Interestingly, 
we show that record-level differential privacy applied 
to the shared parameters of the model, as suggested 
in previous work, is ineffective (i.e., record-level DP is 
not designed to address our attack).”



Information Leakage from 
collaborative deep learning 



Information 
Leakage from 
collaborative 
deep learning 



Privacy related attacks on Machine Learning models



Github repo with privacy 
related attacks in ML

•https://github.com/stratosphereips/awes
ome-ml-privacy-
attacks/blob/master/README.md

•The repo contains a list of papers that are 
related to the privacy of ML models

•Together with the papers the repo offers 
links to code repositiories to reproduce 
the attacks



Attacks reproduced by 
our students

•“Analysis and Utilization of Hidden 
Information in Model Inversion Attacks” 
[7]

•“Membership Inference Attacks on 
Sequence-to-Sequence Models: Is My 
Data In Your Machine Translation 
System?” [8]



Results - [7]



Results - [8]



Conclusions
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Conclusions - Disruption

• AI challenges traditional notions of 
authorship

• AI transforms ownership over voices, 
faces, and creations

• AI decisions are opaque, generated 
by black – box models

• How can we make AI decisions 
explainable and accountable?



Conclusions - Automation

• Automation streamlines document 

verification, reducing errors- but risks 

job displacement and over-reliance on 

technology.

• Routine task automation boosts 

efficiency - but necessitates constant 

updates to counter evolving security 

threats.

• AI strengthens data privacy 

compliance - though it must address 

risks from data breaches and 

unauthorized access.



Conclusions - Security

• Predictive ML models enhance risk 

management - but are vulnerable to 

data poisoning and model inversion 

attacks.

• Explainable AI increases transparency, 

- yet many models still operate as 

black boxes, leading to trust issues.

• AI fortifies cybersecurity by detecting 

threats - but adversarial attacks, like 

one-pixel and poisoning attacks, pose 

significant risks.



Conclusions – What next

• Ethical AI use ensures fairness - but 

must continuously address biases and 

the potential for coercive technology 

use.

• Continuous learning is vital for our 

leveraging AI benefits while mitigating 

risks of technological obfuscation and 

manipulation.

• We must balance AI adoption with 

proactive measures to secure systems 

against attacks and ensure ethical use.
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